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Streszczenie

The statistical procedure for determination of the relation type – equivalence or tolerance – in a finite set on the basis of multiple pairwise comparisons with random errors is presented in the paper. The procedure consists of two tests; it is an extension of the approach presented in [3]. The test statistics is based on a mixture of some random variables and rests on: estimated form of both relations and some probabilistic inequalities. The tests require weak assumptions about distributions of comparison errors.
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1. Introduction

The methods of estimation of the equivalence relation and tolerance relation, in finite set, presented in [2], [5], are based on the assumption that the type of relation is known. In practice it may be not true; therefore the decision rule for determining the type of relation (true model of data) is necessary. The example of such problem is a set of descendants, which can include: siblings – brothers or sisters (equivalence relation) or also stepbrothers and stepsisters (tolerance relation). Another example – determining relation type in the set of functions, expressing profitability of treasury securities, has been presented in Klukowski 2006. In the paper statistical tests are proposed for the purpose. They are based on estimates of both relations and well-known probabilistic inequalities for moments of random variables. The estimators of the relations exploit the idea the nearest adjoining order (see Slater 1961, David 1988). The test statistics rests on a mixture of some random variables; two parameters of one component of the mixture are determined: the expected value and the evaluation of variance. The paper consists of four sections. The second section presents definitions and notations; main results - the form of tests are presented in section 3. Last section summarizes the results.

2. Basic definitions and notations

The equivalence relation (reflexive, symmetric, transitive) divides the set \( X = \{x_1, ..., x_m\} \) \((m \geq 3)\) into \( n_1 \) \((n_1 \geq 2)\) subsets \( \chi_r^{(1)} \) \((r = 1, ..., n_1)\) with empty intersections, i.e.:

\[
\bigcup_{r=1}^{n_1} \chi_r^{(1)}, \quad \chi_r^{(1)} \cap \chi_s^{(1)} = \{0\}, \quad \text{for } r \neq s,
\]

where: \( \{0\} \) - an empty set.
The tolerance relation divides the set $X$ into $n_2$ ($n_2 \geq 2$) subsets $X_r^{(a)}$ ($r=1, \ldots, n_2$) with at least one non-empty intersection, i.e. the relation is not transitive. It satisfies the conditions:

$$X = \bigcup_{r=1}^{n_2} X_r^{(a)}, \quad n_2 \geq 2,$$

and there exists at least one pair $(x_r, x_s)$ such that $X_r^{(a)} \cap X_s^{(a)} \neq \emptyset$. (2)

The equivalence relation can be described by the function $T_1 : X \times X \rightarrow D, D=\{0, 1\}$, defined as follows:

$$T_1(x_i, x_j) = \begin{cases} 0 & \text{if there exists } X_q^{(1)} \text{ such that } (x_i, x_j) \in X_q^{(1)}, i \neq j; \\ 1 & \text{otherwise.} \end{cases}$$ (3a)

The tolerance relation is described by the function $T_2 : X \times X \rightarrow D, D=\{0, 1\}$, defined as follows:

$$T_2(x_i, x_j) = \begin{cases} 0 & \text{if there exists } q \text{ and } s (q = s \text{ not excluded}) \text{ such that } (x_i, x_j) \in X_q^{(2)} \cap X_s^{(2)}, i \neq j; \\ 1 & \text{otherwise.} \end{cases}$$ (3b)

It is assumed that the function $T_2(x_i, x_j)$ characterizes completely the tolerance relation, i.e. there exists one-to-one relationship between the relation form and the function $T_2(x_i, x_j)$. The requirement is satisfied if each subset $X_q^{(2)}$ includes an element $x_i$ which is not included in any other subset $X_s^{(2)}$ (i.e. $x_i \in X_q^{(2)}$ and $x_i \notin X_s^{(2)}$).

Of course, $T_f(x_i, x_j) = 0$ ($f=1, 2; i=1, \ldots, m$).

In the paper it is assumed that the type of the relation (equivalence or tolerance) in the set $X$ is not known and has to be determined on the basis of pairwise comparisons $g_k(x_i, x_j) \ (k=1, \ldots, N; \ (x_i, x_j) \in X \times X)$ with random errors; each comparison determines homogeneity or non-homogeneity of elements in the pair. The homogeneity means inclusion into the same subset (also into an intersection), non-homogeneity – inclusion into different subsets. Hence, the comparisons $g_k(x_i, x_j)$ do not determine the type of the relation; they are only the basis for inference.

The result of comparison $g_k(x_i, x_j)$ is the function:

$$g_k : X \times X \rightarrow D, \quad D=\{0, 1\},$$ (4)

where:

$g_k(x_i, x_j)$ - an evaluation of homogeneity of the pair $(x_i, x_j)$ in $k$-th comparison, with random error.

It is assumed that the probability of correctness of each comparison satisfies the conditions:

$$P(g_k(x_i, x_j) = T_f(x_i, x_j)) \geq 1 - \delta, \quad \delta \in (0, \frac{1}{2}),$$ (5a)

$$P((g_k(x_i, x_j) = T_f(x_i, x_j)) \cap (g_l(x_i, x_j) = T_f(x_i, x_j))) = P(g_k(x_i, x_j) = T_f(x_i, x_j))P(g_l(x_i, x_j) = T_f(x_i, x_j)), \quad (k \neq l),$$ (5b)

where: $f$ - equals 1 or 2 - according to the actual relation type in the set $X$. 
The conditions (5a), (5b) mean that the probability of correct comparison is greater than incorrect one and that the random variables \( g_k(x_i,x_j) \), \( g_k(x_i,x_k) \) are independent for \( k \neq l \).

Let us notice that any comparison \( (x_i,x_j) \) satisfying conditions (5a, b), may be equal to \( T_f(x_i,x_j) \) (\( f=1 \) or 2) or not, as a result of a random error. In particular, the comparisons obtained for the equivalence relation may be not transitive (e.g.: \( g_k(x_i,x_j) = 0, \; g_k(x_j,x_k) = 0 \) and \( g_k(x_i,x_k) = 1 \), while comparisons for the tolerance relation may be transitive. Therefore, the type of actual relation is not (directly) indicated by results of comparisons.

The methods of estimation of both relations have been proposed in [2], [5] (the first paper presents the case of \( N=1 \)). In the case of multiple comparisons (\( N>1 \)) the realizations \( (x_i,x_j) \) are usually aggregated in some way, e.g. with the use of mean or median. The second case is examined in the paper; the median \( \tilde{g}_{me}^{(N)}(x_i,x_j) \) is the middle value in the sequence \( g_{1i}(x_i,x_j), \ldots, g_{Nj}(x_i,x_j) \) (\( N \) – uneven), created from comparisons \( g_1(x_i,x_j), \ldots, g_N(x_i,x_j) \) ordered in non-decreasing manner.

The estimated form of the equivalence relation is obtained (assuming known type of the relation) on the basis of the discrete optimization task:

\[
\min \left\{ \sum_{i,j \in I_1} \tilde{g}_{me}^{(N)}(x_i,x_j) + \sum_{i,j \in J_1} (1 - g_{me}^{(N)}(x_i,x_j)) \right\}, \tag{6}
\]

where:
\( F^{(N)}_1 \) - the feasible set (family of all equivalence relations in the set \( X \));
\( \tilde{X}_1^{(1)}, \ldots, \tilde{X}_1^{(m)} \) - an element of feasible set (any form of the equivalence relation in the set \( X \)),
\( I_1(\tilde{X}_1^{(1)}, \ldots, \tilde{X}_1^{(m)}) \) - the set of all indices \( i,j \) satisfying the conditions:
\( i,j \in \{1, \ldots, m\}; \; i \neq j; \; \langle i,j \rangle \in I_1(\tilde{X}_1^{(1)}, \ldots, \tilde{X}_1^{(m)}) \Rightarrow \exists q \text{ such that: } (x_i,x_j) \in \tilde{X}_q^{(1)} \),
\( g_{me}^{(N)}(x_i,x_j) \) - a median from comparisons \( g_1(x_i,x_j), \ldots, g_N(x_i,x_j) \);
\( J_1(\tilde{X}_1^{(1)}, \ldots, \tilde{X}_1^{(m)}) \) - the set of all indices \( i,j \) satisfying the conditions:
\( i,j \in \{1, \ldots, m\}; \; i \neq j; \; \langle i,j \rangle \in J_1(\tilde{X}_1^{(1)}, \ldots, \tilde{X}_1^{(m)}) \Rightarrow \text{it does not exist } q \text{ such that: } (x_i,x_j) \in \tilde{X}_q^{(1)} \).

The optimal solution of the task with the criterion function (6) (estimated form of the equivalence relation) will be denoted with the symbols \( \tilde{X}_1^{(1,me)}, \ldots, \tilde{X}_m^{(1,me)} \). The solution is described by the function:

\[
t_1^{(1,me)}(x_i,x_j) = \begin{cases} 
0 & \text{if there exists } \tilde{X}_q^{(1,me)} \text{ in the relation } \tilde{X}_1^{(1,me)}, \ldots, \tilde{X}_m^{(1,me)} \text{ such that } (x_i,x_j) \in \tilde{X}_q^{(1,me)} ; i \neq j; \\
1 & \text{otherwise.}
\end{cases} \tag{7}
\]

The minimum value of the function (6) equals zero; it corresponds to the case of estimate, which is exactly consistent with comparisons. The estimated form of the relation may be not unique, because the number of optimal solutions of discrete problem (6) can exceeds one. The
unique estimate can be selected randomly or with the use of an additional criterion, e.g.
\[
\min \left\{ \sum_{<i,j> \in \mathcal{I}(\mathcal{X})} g_N^{(\text{me})}(x_i, x_j) \right\}.
\]

In the case of the equivalence relation the optimization task assumes the form:
\[
\min \left\{ \sum_{<i,j> \in \mathcal{I}(\mathcal{X})} g_N^{(\text{me})}(x_i, x_j) + \sum_{<i,j> \in \mathcal{I}(\mathcal{X})} (1 - g_N^{(\text{me})}(x_i, x_j)) \right\},
\]
where:
\[
\mathcal{F}_X^{(2)} - \text{ the feasible set (family of all tolerance relations in the set } \mathcal{X});
\]
\[
\mathcal{X}_{1}^{(2)}, ..., \mathcal{X}_{v}^{(2)} - \text{ an element of feasible set (any form of the tolerance relation in the set } \mathcal{X}),
\]
\[
\mathcal{I}_2(\mathcal{X}_{1}^{(2)}, ..., \mathcal{X}_{v}^{(2)}) - \text{ the set of all indices } <i,j> \text{ satisfying the conditions:}
\]
\[
\begin{array}{l}
i,j \in \{1,...,m\}; \quad j \neq i; \quad <i,j> \in \mathcal{I}_2(\mathcal{X}_{1}^{(2)}, ..., \mathcal{X}_{v}^{(2)}) \iff \exists q, s (q = s \text{ not excluded}) \text{ such, that:} \\
(x_i, x_j) \in \mathcal{X}_{q}^{(2)} \cap \mathcal{X}_{s}^{(2)};
\end{array}
\]
\[
\mathcal{J}_2(\mathcal{X}_{1}^{(2)}, ..., \mathcal{X}_{v}^{(2)}) - \text{ the set of all indices } <i,j> \text{ satisfying the conditions:}
\]
\[
\begin{array}{l}
i,j \in \{1,...,m\}; \quad j \neq i; \quad <i,j> \in \mathcal{J}_2(\mathcal{X}_{1}^{(2)}, ..., \mathcal{X}_{v}^{(2)}) \iff \text{there does not exist } q \text{ such, that:} \\
(x_i, x_j) \in \mathcal{X}_{q}^{(2)}.
\end{array}
\]
The properties of the task (8) are similar to properties of the task (6).

The estimate obtained as the optimal solution of task (8), corresponding to the tolerance relation, will be denoted: \( \hat{\chi}_{1}^{(2), \text{me}}, ..., \hat{\chi}_{\nu}^{(2), \text{me}} \). The solution is described by the function \( I_2^{(\text{me})}(x_i, x_j) \), defined as follows:
\[
I_2^{(\text{me})}(x_i, x_j) = \begin{cases} 
0 & \text{if there exist the subsets } \mathcal{X}_{q}^{(2), \text{me}} \text{ and } \mathcal{X}_{s}^{(2), \text{me}} (q = s \text{ not excluded) in the relation } \mathcal{X}_{1}^{(2), \text{me}}, ..., \mathcal{X}_{\nu}^{(2), \text{me}} \text{ such that:} \\
(x_i, x_j) \in \mathcal{X}_{q}^{(2), \text{me}} \cap \mathcal{X}_{s}^{(2), \text{me}}, i \neq j; \\
1 & \text{otherwise.}
\end{cases}
\]

3. Construction of tests

The tests proposed are based on differences:
\[
S_{i,j,\text{me}} = I_1^{(\text{me})}(x_i, x_j) - g_N^{(\text{me})}(x_i, x_j) - I_2^{(\text{me})}(x_i, x_j) - g_N^{(\text{me})}(x_i, x_j) \quad (<i,j> \in I_1^{(\text{me})})
\]
where:
\( I_1^{(\text{me})} \) - the set of all pairs of indices \(<i,j>\), which satisfy the condition:
The condition, which defines the set \( I_{\text{me}}^{(w)} \), means that:

- in the estimated form of the tolerance relation the elements \( x_i \) and \( x_j \) are included in an intersection of two subsets \( \hat{X}_q^{(2,\text{me})} \cap \hat{X}_s^{(2,\text{me})} \), while in the (estimated) equivalence relation they are included in different subsets

- in the estimated form of the tolerance relation the elements \( x_i \) and \( x_j \) are not included in any intersection of subsets (also in the same subset), while in (estimated) equivalence relation they are included in the same subset.

The test statistics suggested assumes the form:

\[
S_{(\text{inc},N)} = \frac{1}{\#(f_{w}^{(\text{me})})} \sum_{i,j,(\text{inc})} S_{\text{inc},\text{me}},
\]

where: \( \#(f_{w}^{(\text{me})}) \) - number of elements of the set \( f_{w}^{(\text{me})} \).

The properties of the statistics \( S_{(\text{inc},N)} \) depend on actual relation type in the set \( X \). Let us consider first the case of the tolerance relation.

For simplification it is assumed that probability of an error in each comparison \( g_k(x_i, x_j) \) (\( k=1, \ldots, N; j \neq i \)) equals \( \delta \) (see (5a)). In the case, when some probabilities are lower than \( \delta \), the properties of the tests (the probabilities of errors in the tests) are not worse.

In the case of the tolerance relation existing in the set \( X \), the estimated form of the relation is equivalent to the actual (errorless result of estimation), i.e. \( \hat{X}_1^{(2,\text{me})}, \ldots, \hat{X}_N^{(2,\text{me})} = X_1^{(2)}, \ldots, X_N^{(2)} \), with some probability \( P(\hat{X}_1^{(2,\text{me})}, \ldots, \hat{X}_N^{(2,\text{me})} = X_1^{(2)}, \ldots, X_N^{(2)} | R^{(2)}) \) and the equalities \( I_{2}^{(\text{me})}(x_i, x_j) = T_2(x_i, x_j) \) \( (<i, j \in f_{w}^{(\text{me})}) \) hold. Moreover the expressions \( f_{2}^{(\text{me})}(x_i, x_j) - S_N^{(\text{me})}(x_i, x_j) \) and \( f_{1}^{(\text{me})}(x_i, x_j) - S_N^{(\text{me})}(x_i, x_j) \) \( (<i, j \in f_{w}^{(\text{me})}) \) are zero-one random variables; their distributions can be determined on the basis of the properties of comparisons \( g_k(x_i, x_j) \). The probability function of each random variable \( f_{2}^{(\text{me})}(x_i, x_j) - S_N^{(\text{me})}(x_i, x_j) \)

\( (<i, j \in f_{w}^{(\text{me})}) \) is determined as follows:

\[
\begin{align*}
P^{(\text{me})}_{f_2}(x_i, x_j) &- S_N^{(\text{me})}(x_i, x_j) = 0; \quad f_2^{(\text{me})}(\bullet) = T_2(\bullet) = \eta_N, \\
P^{(\text{me})}_{f_2}(x_i, x_j) = f_2^{(\text{me})}(x_i, x_j); \quad f_2^{(\text{me})}(\bullet) = T_2(\bullet) = 1 - \eta_N, \\
P^{(\text{me})}_{f_2}(x_i, x_j) = S_N^{(\text{me})}(x_i, x_j); \quad f_2^{(\text{me})}(\bullet) = T_2(\bullet) = 1 - \eta_N, \\
P^{(\text{me})}_{f_2}(x_i, x_j) &- S_N^{(\text{me})}(x_i, x_j) = 1; \quad f_2^{(\text{me})}(\bullet) = T_2(\bullet) = \eta_N, \\
P^{(\text{me})}_{f_2}(x_i, x_j) &- S_N^{(\text{me})}(x_i, x_j) = 0; \quad f_2^{(\text{me})}(\bullet) = T_2(\bullet) = \eta_N,
\end{align*}
\]

where:

\( f_2^{(\text{me})}(\bullet) = T_2(\bullet) \) the relationship means equality for all pairs \((x_i, x_j) \in X \times X\);

\( \eta_N \) - the probability of the form:
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\[ \eta_N = P \left( g_N^{\text{me}}(x_i, x_j) \neq t_2^{\text{me}}(x_i, x_j) \right) = \begin{cases} P \left( \sum_{k=1}^N g_k(x_i, x_j) > \frac{N^2}{2} \right) & T_2(x_i, x_j) = 0; \\ P \left( \sum_{k=1}^N g_k(x_i, x_j) < \frac{N^2}{2} \right) & T_2(x_i, x_j) = 1. \end{cases} \] (13)

Under the assumption \( t_1^{\text{me}}(x_i, x_j) \neq t_2^{\text{me}}(x_i, x_j) \), the probability function of the random variable \( t_1^{\text{me}}(x_i, x_j) - g_N^{\text{me}}(x_i, x_j) \) assumes the form:

\[ P \left( \left| t_1^{\text{me}}(x_i, x_j) - g_N^{\text{me}}(x_i, x_j) \right| = 0 \right) = \left( t_2^{\text{me}}(\bullet) = T_2(\bullet) \right) = \eta_N, \]

\[ P \left( \left| t_1^{\text{me}}(x_i, x_j) - g_N^{\text{me}}(x_i, x_j) \right| = 1 \right) = \left( t_2^{\text{me}}(\bullet) = T_2(\bullet) \right) = 1 - \eta_N. \]

The probabilities (12a), (12b) and (14a), (14b) result from the fact that for \( < i, j \in I_N^{\text{me}} \) inequalities \( t_1^{\text{me}}(x_i, x_j) \neq \frac{t_2^{\text{me}}(x_i, x_j)}{2} \) and implications are true:

\[ g_N^{\text{me}}(x_i, x_j) = \left( t_1^{\text{me}}(x_i, x_j) \Rightarrow g_N^{\text{me}}(x_i, x_j) \neq t_2^{\text{me}}(x_i, x_j) \right), \]

\[ g_N^{\text{me}}(x_i, x_j) \neq t_1^{\text{me}}(x_i, x_j) \Rightarrow g_N^{\text{me}}(x_i, x_j) = \frac{t_2^{\text{me}}(x_i, x_j)}{2} \].

The equalities (12a), (12b) and (14a), (14b) indicate:

\[ P \left( S_{ij,\text{me}} = 1 \right); \left( t_2^{\text{me}}(\bullet) = T_2(\bullet) \right) = \eta_N, \]

\[ P \left( S_{ij,\text{me}} = 1 \right); \left( t_2^{\text{me}}(\bullet) = T_2(\bullet) \right) = \eta_N. \]

It follows from (15) and (16) that in the case, when the tolerance relation exists in the set \( X \), the expected value \( E(S_{ij,\text{me}}) \) and variance \( \text{Var}(S_{ij,\text{me}}) \) of each random variable \( S_{ij,\text{me}} \) \( < i, j \in I_N^{\text{me}} \) assume the form - respectively:

\[ E(S_{ij,\text{me}}, t_2^{\text{me}}(\bullet) = T_2(\bullet)) = -\eta_N + 1 - \eta_N = 1 - 2\eta_N, \]

\[ \text{Var}(S_{ij,\text{me}}, t_2^{\text{me}}(\bullet) = T_2(\bullet)) = (1 - (1 - \eta_N)^2)\eta_N + (1 - (1 - 2\eta_N)^2)(1 - \eta_N) = 4\eta_N(1 - \eta_N). \]

The expected value and the variance of the variable \( S^{\text{me}, N} \) fulfill the relationships:

\[ E(S^{\text{me}, N}, t_2^{\text{me}}(\bullet) = T_2(\bullet)) = 1 - 2\eta_N, \]

\[ \text{Var}(S^{\text{me}, N}, t_2^{\text{me}}(\bullet) = T_2(\bullet)) \leq 4(1 - 2L(t_2^{\text{me}})\hat{\eta}_N^2)(1 - \eta_N). \]

The variance \( \text{Var}(S^{\text{me}, N}, t_2^{\text{me}}(\bullet) = T_2(\bullet)) \) is evaluated under the assumption that any random variables \( S_{ij,\text{me}} \) and \( S_{rs,\text{me}} \), which satisfy the conditions \( i \neq r \), \( s \) and \( j \neq r \), \( s \), are independent (i.e. their covariance equals to zero), while remaining variables may be dependent (correlated). The number of covariances which are equal to zero is denoted \( L(t_2^{\text{me}}) \); if the assumption does not hold, then \( L(t_2^{\text{me}}) = 0 \). The evaluation of variance of the variable \( S^{\text{me}, N} \) is based on the
following facts: each variance of $S_{\text{ij}, me}$ is equal to $4\eta_N (1-\eta_N)$ and each non-zero covariance $\text{Cov}(S_{\text{ij}, me}, S_{\text{rs}, me})$ is not greater than $4\eta_N (1-\eta_N)$. Moreover the number of variances $\text{Var}_2(S_{\text{ij}, me})$ is equal to $\#(f^{(me)}_{ij})$ and number of covariances (in the set $f^{(me)}_{ij}$) is equal to $\#(f^{(me)}_{ij}) \times (\#(f^{(me)}_{ij}) - 1) - 2\mathbb{L}(f^{(me)}_{ij})$. As a result $\text{Var}_2(S^{(me,N)})$ satisfies the inequality (20). The right-hand side of the inequality (20) can significantly exceed the actual variance $\text{Var}(S^{(me,N)})$, because each covariance $\text{Cov}(S_{\text{ij}, me}, S_{\text{rs}, me})$ may be lower than variance, in particular – negative. More precise evaluation of the variance (20) requires some additional knowledge about covariance structure. Sometimes values of covariances can be evaluated, e.g. when the comparisons $g^e_k(x_i, x_j)$ are obtained from a statistical test and the covariance of the test results is known. It is clear that the right-hand side of the inequality (20) converges to zero for $N \to \infty$, because (see (13)) $\lim_{N \to \infty} \eta_N = 0$; the speed of the convergence can be determined exactly or evaluated.

The properties (19) and (20) are valid in the case of errorless estimation result of the tolerance relation, i.e. when: $X_1^{(2, me)}, \ldots, X_{N}^{(2, me)} = X_1^{(2)}, \ldots, X_{N}^{(2)}$. If it is not true, then the properties mentioned do not hold. Therefore, the value of the variable $S^{(me,N)}$ obtained for any estimation result (errorless or not) can be treated as a realization of some mixture of random variables. However, the properties (the expected value and the evaluation of variance) of only one random variable from the mixture - corresponding to errorless estimation result - can be determined (without difficulties). Let us notice that the probability of errorless estimation result, denoted $P(X_1^{(2, me)}, \ldots, X_{N}^{(2, me)} = X_1^{(2)}, \ldots, X_{N}^{(2)} \mid R^{(2)})$, is also not easy to determine; it can be evaluated on the basis of simulation approach.

In the case when the equivalence relation exists in the set $X$ and the result of estimation is errorless the distribution of the random variable $S^{(me,N)}$ results the following facts:

$$\begin{align*}
P^1_{g^{(me)}_n}(x_i, x_j) = g^{(me)}_n(x_i, x_j) = 0; & \quad t^{(me)}_1(\bullet) = T_1(\bullet) = 0 \quad \text{(21a)} \\
P^1_{g^{(me)}_n}(x_i, x_j) = g^{(me)}_n(x_i, x_j); & \quad t^{(me)}_1(\bullet) = T_1(\bullet) = 1-\eta_N, \\
P^2_{g^{(me)}_n}(x_i, x_j) = g^{(me)}_n(x_i, x_j); & \quad t^{(me)}_1(\bullet) = T_1(\bullet) = 1 \quad \text{(21b)} \\
P^1_{g^{(me)}_n}(x_i, x_j) \neq g^{(me)}_n(x_i, x_j); & \quad t^{(me)}_1(\bullet) = T_1(\bullet) = \eta_N, \\
P^2_{g^{(me)}_n}(x_i, x_j) \neq g^{(me)}_n(x_i, x_j); & \quad t^{(me)}_1(\bullet) = T_1(\bullet) = 0 \quad \text{(22a)} \\
P^1_{g^{(me)}_{n2}}(x_i, x_j) = g^{(me)}_{n2}(x_i, x_j); & \quad t^{(me)}_1(\bullet) = T_1(\bullet) = \eta_N, \\
P^2_{g^{(me)}_{n2}}(x_i, x_j) = g^{(me)}_{n2}(x_i, x_j); & \quad t^{(me)}_1(\bullet) = T_1(\bullet) = 1-\eta_N, \\
\text{(the expression } t^{(me)}_1(\bullet) = T_1(\bullet) \text{ means equality for each } (x_i, x_j) \in X \times X).
\end{align*}$$

From (21a) - (22b) it follows, that:
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\[ P(S_{j,m} \leq -1; t_{1}^{(me)}(\bullet) = T_{1}(\bullet)) = \]
\[ P\left[ f_{1}^{(me)}(x_{1}, x_{j}) - S_{j}^{(me)}(x_{1}, x_{j}) \right] = 0 \] \cap \left[ f_{2}^{(me)}(x_{1}, x_{j}) - S_{j}^{(me)}(x_{1}, x_{j}) \right] = 1; \tag{23a} \]
\[ t_{1}^{(me)}(\bullet) = T_{1}(\bullet) \triangleq 1 - \eta_{N}, \]
\[ P(S_{j,m} \geq 1; t_{1}^{(me)}(\bullet) = T_{1}(\bullet)) = \]
\[ P\left[ f_{1}^{(me)}(x_{1}, x_{j}) - S_{j}^{(me)}(x_{1}, x_{j}) \right] = 1 \] \cap \left[ f_{2}^{(me)}(x_{1}, x_{j}) - S_{j}^{(me)}(x_{1}, x_{j}) \right] = 0; \tag{23b} \]
\[ t_{1}^{(me)}(\bullet) = T_{1}(\bullet) \triangleq \eta_{N}. \]

The formulas (23a) and (23b) are the basis for determination of expected value and variance of each random variable \( S_{j,m} \):

\[ E(S_{j,m}; t_{1}^{(me)}(\bullet) = T_{1}(\bullet)) = -1 + \eta_{N} + \eta_{N} = 2\eta_{N} - 1, \tag{24} \]

\[ Var(S_{j,m}; t_{1}^{(me)}(\bullet) = T_{1}(\bullet)) = 4\eta_{N} \left( 1 - \eta_{N} \right). \tag{25} \]

The relationships (24) – (25) allow determining the expected value and evaluation of variance of the random variable \( S^{(me,N)} \), when the equivalence relation exists in the set \( X \). The expected value assumes the form:

\[ E(S^{(me,N)}; t_{1}^{(me)}(\bullet) = T_{1}(\bullet)) = 2\eta_{N} - 1, \tag{26} \]

and the variance satisfies the condition:

\[ Var(S^{(me,N)}; t_{1}^{(me)}(\bullet) = T_{1}(\bullet)) \leq 4(1 - 2\lambda(t_{1}(\eta)) / ((t_{1}(\eta))^{2})\eta_{N} (1 - \eta_{N})). \tag{27} \]

The properties (26) and (27) hold for the equivalence relation, when errorless estimation result occurs. However, with the probability \( 1 - P(X_{1}, ..., X_{n}^{(me), \eta}, ..., X_{n}^{(me), \eta}) \triangleq R^{(j)} \) the result of estimation is different than errorless one. Therefore, the value of the random variable \( S^{(me,N)} \) is a realization of a mixture of random variables, with similar properties as in the case of the tolerance relation.

The test for verification the tolerance relation in the set \( X \) rests on expected value (equal to \( 1 - 2\eta_{N} \)) and evaluation (27) of variance of the random variable \( S^{(me,N)} \). The null and alternative hypothesis of the test can be formulated in the following way:

\[ H_{0}: E(S^{(me,N)}) = 1 - 2\eta_{N}, \]
\[ H_{1}: E(S^{(me,N)}) = 2\eta_{N} - 1, \]

with the critical region:

\[ \Lambda^{2}_{S} = \left\{ S^{(me,N)} \mid S^{(me,N)} < 1 - 2\eta_{N} - \lambda \sigma_{S}^{(me,N)} \right\}, \tag{28} \]

where:

\[ \sigma_{S}^{(me,N)} \] - square root of the variance \( Var_{2}(S^{(me,N)}) \) evaluation, i.e.:

\[ \sigma_{S}^{(me,N)} = \left( Var_{2}(S^{(me,N)}) \right)^{1/2} = 4(1 - 2\lambda(t_{1}(\eta)) / ((t_{1}(\eta))^{2})\eta_{N} (1 - \eta_{N}))^{1/2} \lambda - \] a positive constant obtained on the basis of Chebyshev inequality \( P_X = E(X) \triangleright \lambda \sigma_X \leq \frac{1}{\lambda^{2}} \) for a random variable \( X \) with known expected value \( E(X) \) and standard deviation \( \sigma_X \).
The form of the test for the equivalence relation is “symmetric”:

$H_1$: $E_1(S_{\text{me},N}) = 2\eta_N - 1,$

$H_0$: $E_0(S_{\text{me},N}) = 1 - 2\eta_N,$

with the critical region:

$$K_0(S_{\text{me},N}) = \{S_{\text{me},N} \mid S_{\text{me},N} > 2\eta_N - 1 + \lambda \sigma_{S_{\text{me},N}}\}$$

(29)

In the case of the tolerance relation, the second type error $\beta^0_{\text{me},N}$ occurs, if $H_0$ is accepted (i.e. $S_{\text{me},N} \leq 2\eta_N - 1$). The probability of the event can be evaluated in the following way:

$$\beta^0_{\text{me},N} = P(S_{\text{me},N} \leq 2\eta_N - 1 \mid H_0) = P(S_{\text{me},N} - (2\eta_N - 1) \geq 2(1 - 2\eta_N) - \lambda \sigma_{S_{\text{me},N}} \mid H_0) = P(S_{\text{me},N} - (2\eta_N - 1) \geq 1 - 2\eta_N - \lambda \sigma_{S_{\text{me},N}} \mid H_0) = P(S_{\text{me},N} - (2\eta_N - 1) \geq \lambda \sigma_{S_{\text{me},N}} \mid H_0) 
\leq \frac{1}{\lambda^2(S_{\text{me},N})},$$

(30)

where the value of $\lambda^2(S_{\text{me},N})$ is determined in the following way (the expression $\lambda^2(S_{\text{me},N})$ is positive under the assumptions made):

$$2(1 - 2\eta_N) - \lambda \sigma_{S_{\text{me},N}} = \lambda^2(S_{\text{me},N}) \Rightarrow \lambda^2(S_{\text{me},N}) = 2(1 - 2\eta_N) - \lambda \sigma_{S_{\text{me},N}}/\sigma_{S_{\text{me},N}}.$$  (31)

The probability of the second type error $\beta^1_{\text{me},N}$ in the case the equivalence relation ($E_1(S_{\text{me},N} \mid H_0) = 1 - 2\eta_N$) is obtained in similar way:

$$\beta^1_{\text{me},N} = P(S_{\text{me},N} \leq 1 - 2\eta_N - \lambda \sigma_{S_{\text{me},N}} \mid H_0) = P(S_{\text{me},N} - (1 - 2\eta_N) \leq 2(1 - 2\eta_N) + \lambda \sigma_{S_{\text{me},N}} \mid H_0) = P(S_{\text{me},N} - (1 - 2\eta_N) \leq 2(1 - 2\eta_N) + \lambda \sigma_{S_{\text{me},N}} \mid H_0) = P(S_{\text{me},N} - (1 - 2\eta_N) \leq \lambda \sigma_{S_{\text{me},N}} \mid H_0) \leq \frac{1}{\lambda^2(S_{\text{me},N})},$$

(32)

where $\lambda^2(S_{\text{me},N}) = 2(2\eta_N - 1) + \lambda \sigma_{S_{\text{me},N}}/\sigma_{S_{\text{me},N}} = (\lambda \sigma_{S_{\text{me},N}} - 2(1 - 2\eta_N))/\sigma_{S_{\text{me},N}}.$  (33)

The probabilities of the first and second type errors in the tests, are valid for errorless estimation results. Therefore, they have to be corrected with the factor

$$P(S_{1,2,\ldots,\infty}^{(1)},\ldots,S_{1,2,\ldots,\infty}^{(1)} \mid X^{(f)}_{1,2,\ldots,\infty} = R^{(f)}_{1,2,\ldots,\infty} \mid f = 1,2).$$

In the case of equivalence relation the corrected significance level assumes the form:

$$1 - (1 - \alpha_{\text{me},N}) P(S_{1,2,\ldots,\infty}^{(1)},\ldots,S_{1,2,\ldots,\infty}^{(1)} \mid X^{(1)}_{1,2,\ldots,\infty} = R^{(1)}_{1,2,\ldots,\infty}),$$

(34)

where:
Tests for relation type - equivalence or tolerance - based on medians from multiple pairwise comparisons

\[ \alpha^{(me,N)}_1 = P(S^{(me,N)} > 2\eta_N - 1 + \lambda \sigma^{(me,N)}_S \mid H_0) ; \]

- the corrected probability of the second type error for the equivalence relation assumes the form:

\[ 1 - (1 - P^{(me,N)}_1) P(\hat{\chi}^{(2,me)}_1, \ldots, \hat{\chi}^{(2,me)}_k) = \hat{\chi}^{(2)}_1, \ldots, \hat{\chi}^{(2)}_n \mid R^{(2)} ) . \]

The corrected probabilities of errors for the tolerance relation assume the same form as in the case of the equivalence relation.

The probabilities (34), (35) converges to one for \( N \to \infty \), because

\[ \lim_{N \to \infty} P(g_{me,N}(x_i, x_j) = T_f (x_i, x_j)) = 1 \ (f=1 \ or \ 2) \] and therefore the tests (28), (29) are consistent

5. Conclusions

The tests for distinction of the equivalence and tolerance relations in a finite set, presented in the paper, provide formal basis for decisions about actual model of data. They are based on weak assumptions about distribution functions of comparison errors and exploit known probabilistic inequalities (evaluations). The probabilities of errors in the tests are determined in approximated way – they include terms requiring simulation approach. The approximation is a “cost” of non-restricted assumptions about comparison errors. The important feature of the tests is their consistency for number of comparisons \( N \to \infty \).
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TESTY RODZAJU RELACJI – RÓWNOWAŻNOŚCI LUB TOLERANCJI – OPARTE NA MEDIANACH Z WIELOKROTNYCH PORÓWNAŃ PARAMI

Streszczenie

W artykule wyprowadzono oparte na medianach z wielokrotnych porównań parami testy, prowadzące do oceny rodzaju relacji między porównywanymi obiektami – równowagi lub tolerancji. Zakłada się występowanie błędów losowych w wynikach porównań, zaś założenia dotyczące rozkładów tych błędów są stosunkowo słabe.

Słowa kluczowe: relacja równowagi, relacja tolerancji, porównania parami, testy statystyczne, mediana.
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